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1. Introduction

As hydration contributions to stability of macro-
molecular assemblies in aqueous solution, hydropho-
bic effects are virtually universally acknowledged.
Hydrophobic effects are widely believed to stabilize
folded structures of globular proteins.? More straight-
forwardly, hydrophobic contributions drive the for-
mation of micelles and bilayer membranes.® These
topics are frequently central to discussions of the
origin of life.4"®

It has long been obvious that hydrophobic effects
can exhibit an impressive variety of expression and
context. In molecular terms, the conceptual chain
from the solubility of inert gases to the formation of
micelles and membranes to the structures of soluble
proteins is extended and branched. Small hydropho-
bic solutes in water and extended interfaces of water
with organic solutions, membranes, or biological
macromolecules form opposite ends of a spectrum of
possibilities. The connections between these limiting
cases have not been reviewed recently, and the role
of hydrophobic effects in mediating phenomena at
aqueous interfaces has received relatively little at-
tention compared to other aspects of hydrophobic
behavior.

The past decade has seen compelling progress in
the molecular theory of the most primitive of hydro-
phobic effects, those of submacromolecular scale.”8
At the same time, substantial theory and modeling
results have accumulated on hydrophobic effects
associated with solution surfaces and macromol-
ecules. This article reviews the latter results from
the perspective of the recent progress with small
molecule problems. Our goal is to assist consolidation
of small-molecule-scale theories of hydrophobic effects
with concepts of hydrophobic effects at a supermo-
lecular scale.

1.1. Definition of Subject Reviewed

Specifically, we review theory and modeling results
on surfaces of liquid water contacting materials of
biophysical interest. Our plan is to start with the
simplest instances of water in contact with hydro-
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phobic materials and to proceed toward more com-
plicated cases. Thus, we begin with water at idealized
rigid inert walls. We consider the water liquid—vapor
interfaces as the next simplest hydrophobic surfaces.
Subsequently, we review molecular modeling of the
progressively more complex systems including inter-
faces between liquid water and organic solvents, the
disposition and interaction of molecular solutes at
these interfaces, and concluding with polypeptides
located at interfaces between water and lipid bilayers
but focusing on the role of hydrophobic phenomena
in considering these complicated systems.
Experimental results are included to the extent
that they are directed toward the goal of molecular
explanation. We exclude observational biophysical
work, either by experiment or simulation, that does
not principally address the foundational issue of
understanding hydrophobic effects, even though mo-
lecular-scale biophysics may have been a dominating
motivation for studies of hydrophobic phenomena. We
also exclude the vast topic of interactions between
surfaces separated by aqueous solutions, such as the
interesting work with surface force® and osmotic
stress techniques.’® There are important areas of
overlap between that work and the topics reviewed
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here, but that inclusion would make the present
discussion impossibly large.

The remainder of this Introduction gives some
orientation and preliminary materials that serves to
express a current basis for understanding small
molecule hydrophobic effects.

1.2. Orientation and Preliminaries

It has long been recognized that classic hydropho-
bic effects are sensitive to temperature.*~15 Opera-
tionally, hydrophobic effects are broadly identified by
the temperature signatures of large, negative entro-
pies of solution and large, positive heat capacity
changes upon dissolution.**~1” One motivation for this
review is that characteristic hydrophobic tempera-
ture dependences for small-molecule hydration have
been substantially clarified in recent years. Whether
and how these effects are present at aqueous inter-
faces is, however, not so clear. This may be a research
issue in forthcoming years, and therefore, a summary
of what is known on this subject may be helpful.

For definiteness, we can give some examples of the
characteristic hydrophobic temperatures in super-
molecular settings. Consider the process of micelle
formation, conceptualized roughly as an inverse of
hydrocarbon dissolution into water: “In all cases
therefore the driving force for micelle formation is a
positive entropy change, as is to be expected for a
phenomenon that is a manifestation of the hydro-
phobic effect.”:3

This characteristic ‘inverse’ temperature effect can
be demonstrated with proteins also, and a nice
example is provided by elastin materials.’® For
example,’® the simple polypeptide (VPGVG)g, with
no hydrophilic residues and indistinct secondary
structure in solution, undergoes hydrophobic collapse
when the temperature is increased from below to
above the transition temperature of 27 °C. These
particular temperature behaviors are often of quali-
tative importance: it now appears common for pro-
tein structures to unfold upon appropriate cooling.?°

As we understand hydrophobic effects better, the
complex interplay between interactions of different
types presents itself in a more subtle light. Studies
of the stabilities from proteins of hyperthermophilic
organisms emphasize by contrast the broadest point
that the full mixture of interactions is complicated:
“...the identification of stabilizing interactions is a
search for small differences against a huge back-
ground”.?* And it seems “nature has used all possible
strategies to increase the T, value of thermophilic
proteins”.2

1.2.1. Macroscopic Conceptualizations and Microscopic
Progress

The most primitive concept of hydrophobic inter-
actions is associated with oil—water fluid-phase
separation. Without attempting a genuine history, we
note here some historical contributions that serve to
anchor current ideas. Franks? emphasizes that
hydrophobic effects have been recognized and studied
in the context of association colloids and micelles
since the 1930s. Nevertheless, the broad view of
hydrophobic effects now current was not always so
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clear, particularly in regard to the structure and
stability of soluble proteins. Kauzmann?: coined the
term “hydrophobic bond”, and in the context of
protein solution structure, that presentation has been
a starting point for studies of hydrophobic effects.
Tanford gives an interesting discussion of the context
and views current to Kauzmann'’s treatment.?

In the absence of a full molecular understanding,
hydrophobic effects have typically been viewed through
macroscopic properties associated with liquid water
which are regarded as unusual. Examples?*?5 are the
dielectric constant?¢~2° and the surface tension of
liquid water with its vapor and with nonpolar flu-
ids.3132 Structural, i.e., ‘clathrate’, models and ‘mix-
ture’ models were motivated by structural informa-
tion on other aqueous phases. The ‘shell models™35
of hydration effects on biopolymers similarly at-
tempted to avoid a direct molecular-scale confronta-
tion with the complexities of the theory of liquid
water. These approaches have not produced molec-
ular insight into hydrophobic effects because, to the
extent that they have been successful, they have
avoided molecular theory. The recent progress hinted
above®38 has been built from basic molecular theory
but also has had empirical inputs including equation
of state information, measured structural quantities,
and the results of heuristic testing utilizing molecular
simulation.

Some features of that basic molecular theory are
likely to become broadly useful concepts and are used
further in this review. Therefore, we give a simple
introduction to these concepts.

1.2.2. Some Basic Results from Statistical
Thermodynamics

A theoretical anchor for the results we wish to
describe is the potential distribution theorem.37:3¢ The
quantity of primary interest is the partial molar
Gibbs free energy or chemical potential of the solute
in solution. For the generally interesting case of
solutes with internal flexibility, this chemical poten-
tial can be completely, though somewhat formally,
expressed as

u; = KT In[p,A/g™ — KT InmeY*Tmg (1)

1
Here gi™ is the partition function for a single solute
molecule and the double brackets indicate averaging
over the thermal motion of the solute and the solvent
molecules under the condition of no solute—solvent
interactions. AU is the potential energy of solute—
solvent interactions. This quantity need not be pair-
decomposable but is just the difference between the
total interaction energy of the system and interaction
energies of the separated solute and solution. The
first term on the right side of eq 1 would be the result
if there were no interactions between the solute and
the solution. Thus, the second term describes those
interactions and is the quantity of interest in con-
sidering hydration effects.
This result is called the potential distribution
theorem because after writing

_AU/kTD]a — f PO(AU)e_AU/de(AU), (2)
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evaluations can be based upon the distribution func-
tion Po(AU) of the interaction potential energy. This
is analogous® to the textbook perspective on partition
functions, e.g.

[ Po(AL)e 2P Td(AU) < > Qe T (3)

These foundations have lead to progress because the
necessary distributions can be modeled, compared to
computer simulation results, and then revised and
improved.

For idealized hydrophobic effects this heuristic
process has gone as follows: The strictly hydrophobic
case is one in which AU involves no classic electro-
static interactions, no hydrogen bonding, and no
other chemical or associative interactions. AU is of
van der Waals type. In the extreme model, AU
involves only hard-core repulsions preventing overlap
of van der Waals volume of any solution constituents
with the van der Waals volume a solute molecule. In
this case, the Boltzmann factor of eq 2 is zero for any
sampled configuration that has such an overlap and
is one otherwise.

Therefore, this formula collects the weight of all
sampled configurations that have no van der Waals
overlap; thus

—AU/kTD]a = Po (4)

where py, is the probability that n solution molecules
overlap the solute in question and po is the prob-
ability of zero overlaps. The distribution p, then is
modeled, and the initial efforts were based upon an
information theory perspective®?® utilizing informa-
tion from a variety of empirical sources.

This approach is consistent with the view that
dissolving a solute can be considered as a two-step
process. First, a cavity for the solute is created, and
then the solute is placed in this cavity. The approach
sketched here gathers statistical information from
transient fluctuations and leads to a prediction of the
likelihood of a fluctuation that would open a suitable
cavity. Subsequent contributions from other interac-
tions are typically interesting but are not addressed
at this stage.

It is an important point for further theoretical
progress that we have examples of the relevant
distributions Po(AU) corresponding to interactions of
different types, e.g., classic electrostatic interactions
and shorter ranged associative attractions.3®

An important issue for the present review is that
this approach carries through for spatially inhomo-
geneous systems also.*™#3 If the solute density is
being tracked near an interface, e.g., by specification
of a molecule-fixed center to produce an interfacial
profile pi(z), then the partition function that is right-
most in eq 1 can be evaluated with that molecular
center confined to a layer at z to produce a hydration
free energy for solute molecules there. The Boltz-
mann factor of such hydration free energies then
gives the density profile to within a normalization
constant that is typically fixed by specification of the
concentration in an adjoining bulk phase. This is
based upon the principle that the chemical potential



2674 Chemical Reviews, 2002, Vol. 102, No. 8

on the left of eq 1 should be spatially constant.
Therefore, if one of the factors on the right of eq 1
changes, the other factor has to change in a compen-
sating way. This idea applies to conformational
equilibrium also. If a solute has conformational
coordinates &M (this may include positioning of a
molecular center also), then distribution in these
coordinates can be obtained by calculations of free
energies following along the lines of the potential
distribution theorem.

1.2.3. Molecular Model of Hydrophobic Temperature
Dependences

Returning to the hydrophobic temperature depend-
ences, an explanation of those temperature depend-
ences is now available®3¢44 that is built upon molec-
ular statistical thermodynamic basics presented above.

This explanation was a surprise, so an after-the-
fact ‘explanation of the explanation’ sounds like
‘rationalization’. However, it is worthwhile trying to
give such a picture here.

A primitive observation is that the densities of most
solvents decrease decisively with increasing temper-
ature through physiologically relevant temperatures.
The qualitative picture developed here is that relative
to organic solvents, liquid water manages on the
basis of a variety of tricks to limit the variation of
the medium properties with changes of thermody-
namic state, including temperature. Liquid water is
unusual in having a limited region of density increase
with increasing temperature and a higher critical
temperature than the organic solvents to which it is
typically compared. [The density increase is not solely
the explanation we are developing but is just an
example of a contrivance involved; the distance to the
critical temperature is a dominating issue.] Again,
relative to organic solvents, the compressibility of
water is low in comparable terms; liquid water
exhibits a minimum in its compressibility at 46 °C.
The low compressibility limits variations of the
medium properties with respect to isothermal density
changes. [It is a remarkable fact that differences in
experimental hydrophobicities between H,O and D,O
can be nicely correlated with the differences in the
experimental compressibilities of these liquids.3®]
This leads to a picture in which the aqueous medium
is stiffer and expands with temperature less signifi-
cantly than the natural comparative solvents. Then
an increase in temperature can be mostly expressed
as an increase in the kinetic pressure that the solvent
exerts through collisions on these ideal, perfectly
rigid hydrophobes. It is this that leads to the in-
creased strength of hydrophobic effects with increas-
ing temperature for temperatures not too high.

If a balancing act minimizing the variations of the
medium properties with temperatures is possible, it
should be a useful trick since it should have the
consequence of expanding the temperature window
over which biomolecular structures are stable and
functional.

Note that hydrogen bonding, tetrahedrality of

coordination, random networks, and related concepts
are not direct features of this qualitative perspective.
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Figure 1. Example of statistical characterization of avail-
able space for inert spherical solutes in liquids, redrawn
from refs 41 and 46. See section 1.2.2. (Top) The curves
are water (—), n-hexane (---), and random—Hertz—
distribution for the same density and Rs as water (- - -).
(Bottom) The curves are water (—) and n-hexane (- - -).

Nevertheless, they are relevant to understanding
liquid water; they are elements in the bag of tricks
that is used to achieve the engineering consequences
that are discussed in the picture above.

The stiffness concept involved in this explanation
has been further characterized.?364144-48 As an il-
lustration, Figure 1 gives the quantity ¥;(R) = — apo/
dR, with R the van der Waals diameter of an ideal,
hard sphere hydrophobic solute. ¥;(R) is the distri-
bution of distances to the nearest atom center from
an arbitrarily chosen point that is a candidate for
insertion of a hard sphere solute. Offset by a van der
Waals contact radius Rs these are distributions to
the nearest van der Waals surface, a negative dis-
tance if the candidate point is inside the van der
Waals volume. Observe that the most probable cavi-
ties are small as expected for a dense medium, in the
neighborhood of 0.2 A here. Notice also that the
radius of the most probable cavities are about the
same in water and n-hexane. Water is distinguished
from the other alternatives here in the breadth of
these distributions, i.e., liquid water is stiffer with
respect to opening spherical cavities of substantial
size.

Also shown in Figure 1 is the quantity G(R) =
— (47R%py) ™1 0 In po/dR. Because this is the radius
derivative of the hydration free energy for the hard
core case, this quantity has been viewed as a ‘com-
pressive force’ (in thermal energy units) exerted by
the solvent on this hydrophobic solute. As is well-
known, G(R) is also the density of molecular centers,
here the oxygen atoms, in contact with the sphere
solute. Figure 1 shows that, for these atomic-sized
spherical solutes, liquid water exerts a higher com-
pressive force on the solute than does liquid n-
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hexane. It is thus a sensible view that hydrophobic
hydration ‘squeezes-out’ small inert solutes.*®

Given this plateau in our understanding, many
more details surface as interesting issues for further
study. Examples are hydration of extended solution
surfaces and drying,%° the effects of dispersion inter-
actions, applications to surfaces of complex composi-
tion®! and to macromolecules of irregular shape,®? the
combining of hydrophobic and hydrophilic contribu-
tions in some seamless way, and context hydropho-
bicity.>® The review that follows attempts to organize
some of the available molecular information relevant
to addressing these subsequent questions.

2. Aqueous Interfaces

Two broad types of models of interfaces between
water and strictly nonpolar media have been studied.
In the first type, the nonpolar phase is idealized as
a solid wall, as might be appropriate for liquid water
contacting a solid paraffin phase. In the second type,
water coexists either with its vapor phase or with a
fluid phase representing, for example, an organic
liquid.

2.1. Water at ‘Inert’ Walls

The cases considered here are all idealized models
to some extent. It is not uncommon to consider rigid
walls that are perfectly impenetrable to water oxygen
atoms. Then the pressure of the fluid is provided
directly by the density of oxygen atoms in contact
with the wall. However, walls that exert smooth
repulsive forces on water molecules have also been
treated as have cases including attractive wall—
molecule interactions. In all these cases, the density
profiles for atoms near the wall are the quantities of
first interest.

References 54—63 encompassed an influential early
phase of molecular simulation of water at extended
hydrophobic surfaces. A number of important points,
associated with concepts articulated earlier,% emerged
from these calculations. Under conventional condi-
tions of moderate temperature and low pressure,
these calculations yielded a weak layering of water
molecules in the direction perpendicular to the planar
walls into the liquid. The work of Jonsson®* utilized
the MCY potential energy model for water molecule
interactions; this model is known to have a higher
pressure near the experimental triple point than does
the ST2 model utilized by the other simulations. The
calculation of ref 54 yielded a significantly higher
water density near the wall than did other simula-
tions. A simple inclusion of image charge effects®®
associated with a paraffin material augments the
wall—water molecule interactions with additional
attractive forces of substantial strength and long
range. This also significantly enhanced the water
density contacting the surface. These effects lead to
consideration of the classic issues of van der Waals
interactions that we do not pursue further.

Some calculations®+5761.62 treated interaction mod-
els in which forces between water molecules and the
wall were exclusively repulsive. Attractive wall—
molecule interactions of van der Waals type were
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included in other studies.5%559.60 \When electrostatic
intermolecular water—water interactions describing
hydrogen bonding were eliminated,>® the radial lay-
ering markedly increased as did the conditional
density of water molecules in contact with walls.
Since, the electrostatic interactions serve to lower the
pressure of the liquid, this is the expected behavior:
introducing electrostatic (H-bonding) interactions
lowered the pressure and induced a weak dewetting
response.>®

The discussion by Stillinger®* had pointed out that
if the conditions of the liquid water were adjusted to
a liguid—vapor phase coexistence point and if the
wall—molecule interactions corresponded to simple
repulsive forces exclusively, then it would be reason-
able to expect that the observed density profile would
describe a vapor film next to the wall. The calcula-
tions discussed here are consistent with that expec-
tation, though they were not focused directly on this
point and thus the conditions required to observe this
dewetting were not imposed with that goal in view.

Another important point resulted from the deter-
mination of the average number of hydrogen bonds
that are formed by water molecules in proximity to
such walls. Following the discussion of Stillinger,%*
a simple expectation is based upon the consideration
of an imaginary cutting plane passing through a
region of the isotropic liquid phase of water. If the
physical wall had no more structural consequences
than an idealized cleaving of liquid configurations at
this cutting plane, then we would expect water
molecules just next to the physical wall to make only
one-half the number of H-bonds it would have in the
bulk liquid. The observation is that interfacial water
molecules in the outermost interfacial layers with
appreciable population make about three-fourths of
the bulk average number of H-bonds.>® A definition
of a formed H-bond is, of course, somewhat arbitrary,
and for a particular definition the precise average will
depend on other conditions of the calculation, e.g.,
the thermodynamic state. If liquid water is concep-
tualized as a tetracoordinate network, then a bulk
water molecule that might typically make four H-
bonds will give up one of those H-bonds in the
interfacial region to form three. The significant result
is that the observed fraction three-fourths is greater
than the ideal one-half. Faced with the loss of
H-bonds, interfacial water molecules compensate to
avoid loosing as many as one-half of the H-bonds they
might make in the isotropic liquid: “...for the planar
hydrophobic surface, the sacrifice of one possible
bonding interaction is required to maximize the total
interaction”®® as Figure 2 depicts. This requires some
structural reorganizational in the interfacial region
relative to bulk.

The picture in Figure 2 is consistent with probable
orientations of molecular dipoles in the interfacial
plane, but broadly distributed. This conclusion seems
to be a general outcome of this work, though some
problematic observations are noted below.

For inert gas solutes, crude conceptions of the
hydration structure are different. In those cases,
neighboring water molecules can arrange not to
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Figure 2. ldealized configuration for water liquid(below)—
vapor(above) interface. These water molecules sacrifice one
H-bond wholly. The arrows indicate dipole moments of
these molecules; the picture suggests that molecular dipole
moments may predominately form angles near 90° with
the surface normal but with appreciable breadth in distri-
bution. See sections 2.1 and 2.2.

sacrifice H-bonds. They can do that by orienting a
tetrahedron face or edge (Figure 2) toward the center
of the solute. Thus, the depiction of Figure 2 is of a
“...resulting orientational structure that is inverted
from that found for small solutes”.5®

Since the structures are different in these two
cases, the questions naturally arise what intermedi-
ate circumstances are appropriate for the two cases
and whether change from one case to another has
any thermodynamic significance. These issues would
be addressed by finding a method to change continu-
ously from one case to the other. This can be done
by considering an ideal spherical hydrophobic solute,
call it A, of small size and examining the changes in
hydration structure and thermodynamics as its size
increases toward the planar surface (large radius)
limit.%5-67 The revised scaled particle model®* took no
special account of such structural transitions; it
describes a smooth, structurally unremarkable ap-
proach to the planar limit, and the detailed simula-
tion checking of that form®” has verified its quanti-
tative accuracy. Therefore, a direct thermodynamic
signature of such a structural change is not evident,
although the temperature derivative of the hydration
free energy (the hydration entropy) may well be
different; that issue should be considered subse-
quently. Searches for structural observations of a
transition are somewhat diffuse. In the small solute
cases, the distribution of H atoms from the A center,
0an(r), shows some bimodality in the inner shell, i.e.,
dan(r) has a broad and slightly split principal peak.%6.6
This is consistent with the structural picture of small
solute hydration noted above. As the AO distance of
closest approach increases, the AH principal peak
broadens. This broadening eliminates the split and
eventually, for hard spherical solute radii of nearly
10 A, the inner shell peak becomes an nondescript
mound. With this diagnostic, the transition is ac-
complished for A solute radii between 7 and 10 A.
Additionally, the density profiles obtained for spheri-
cal exclusion volumes are qualitatively different from
that of a vapor—liquid interface when such spheres
have radii between 6 and 7 A.6567

Conclusions are that these simplified pictures of
hydration structure are qualitatively valid and may
be helpful mnemonics. The literal situation, however,
is statistically more complex than simple structural
pictures suggest, and connections between the simple
pictures and predictions of thermodynamic properties
are subtle and nontrivial.
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In this initial phase of simulation, the work of
Valleau and Garder®? brought some methodological
guestions to the foreground. In Monte Carlo simula-
tion of liquid water between hard walls, they used a
common potential energy model (TIPS2) but with
minimum image treatment for intermolecular inter-
actions of longer range than the cross-sectional scale
of the simulation cell. Statistical convergence of the
simulated properties was not obtained at 299 K, and
results were limited then to more elevated temper-
atures. Even so, the expected equilibration of molec-
ular orientations in a bulk liquid region was not
observed. The issue of minimum image treatment of
long-range interactions was the foremost concern
discussed. Periodic boundary conditions do influence
molecular orientational distributions even for short-
range interactions, but those effects are typically not
large.®®%° It is worth noting that this intrinsic ani-
sotropy is expected to vanish only as all dimensions
of the simulation cell become macroscopically large.
In addition, application of minimum image proce-
dures to simulation of extended polar molecules
raises some special issues related to the treatment
of electrostatic interactions.”® Indeed, subsequent
work (below) has reaffirmed that the minimum image
treatment of these interactions is the principal dif-
ficulty and in this setting produces a material akin
to a liquid crystal between the plates.

A subsequent phase of simulation work on these
problems substantially reinforced the picture de-
scribed above.”~8 Interaction models that include
molecular polarizability have been studied”? with the
conclusion “...of quantitatively similar behavior for
polarizable water compared to an effective pairwise
additive model at a hydrophobic surface”.

Integral equation theories have been applied to
these problems also. The studies in refs 81—83
predict strong density oscillations in the vicinity of
the wall, “...much stronger than one obtains from
computer simulation techniques”.® In contrast, Ki-
noshita and Hirata® predict weaker oscillations more
consistent with the simulation results. The simula-
tion of Spohr”” was focused on checking the predic-
tions of Booth et al.® That comparison suggested that
the results for the density profiles were qualitatively
different: highly structured in the integral equation
approximation work but structured in the simulation
only at the highest pressure treated. Shelley and
Patey® describe their results as exhibiting “...strong
long-lived fluctuations in the density profiles”. How-
ever, the maximum oscillation amplitude in the
density profiles is in the neighborhood of 20% of the
bulk density, and this is a magnitude we classify here
as ‘weak’ oscillations.

The role of the pressure of the liquid®& and the
attractive interactions between water molecules and
the wall materials® has been the focus of some recent
work. Bratko et al.?® found that between two plates
liguid water that is metastable with respect to
evaporation can be sustained only if the interplate
separation is greater than two molecular layers (for
ambient pressures). However, at the higher pressure
of 10% atm, two molecular layers of water could be
sustained between the plates.
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Zhu and Robinson” simulated water between rigid
plates and utilized a minimum image treatment of
electrostatic interactions as did Valleau and Gard-
ner.%2 There were other differences between these two
calculations, including the water model and the use
of molecular dynamics rather than Monte Carlo
approaches. Zhu and Robinson presented results for
T = 298 K and did not comment on the difficulties
encountered by Valleau and Gardner. In contrast,
Shelley and Patey’® explicitly studied the treatment
of electrostatic interactions at the boundaries. They
established that the minimum image treatment is the
likely explanation of the difficulties identified by
Valleau and Gardner and found the Ewald treatment
of electrostatic interactions to be the preferred alter-
native.

It is difficult to compare the results of calculations
by Galle and Vortler®”# with the work discussed
above because their model is quite different from the
more usual models that are the basis of the other
work.

2.1.1. Model Hydrophobe and Water at Inert Walls

The studies of water at inert walls have been
extended to treat the free energies of interaction of
model atomic-sized hydrophobic solutes with these
surfaces.®38%90 Wallgvist and Berne®8° used a so-
phisticated intermolecular potential energy model
(RWK2-M) for water molecules but one for which less
experience is available compared to most other
models. In the absence of the model methane solute,
the results obtained were reassuringly consistent
with the body of previous work on this problem.
Surprisingly, the model methane solute was found
to be globally stable when positioned one water layer
into the liquid phase, i.e., in a configuration solvent-
separated from the wall. A later study®® with a
different potential energy model (ST2), which pro-
duced consistent results in the absence of the solute,
found that most stable free energies were obtained
when the atomic solute was in contact with the wall.

It is tempting to view these different outcomes in
the context of the current speculations regarding
pressure denaturation of proteins.2%! This is an issue
for which historical views of hydrophobic effects had
led to paradoxes.®? A proposed resolution of those
paradoxes is that pressure increases can change the
relative stability of the contact and noncontact hy-
drophobic interactions, increasing the relative stabil-
ity of the noncontact hydrophobic interactions. Then
initial pressure denaturation, which has a different
end point than thermal denaturation, can be sensi-
tive to noncontact hydrophobic interactions. A physi-
cal view is that with increased pressure, water
molecules can be jammed between hydrophobic con-
tacts, leading to better stabilized solvent-separated
hydrophobic interactions and to disrupted protein
structures. Changes in the potential models might
similarly lead to changes the relative stability of the
contact and noncontact hydrophobic interactions. It
is known that simulations of hydrophobic ‘aggrega-
tion’ with realistic but slightly different interaction
models can show either dominating hydrophobic
attractions or net repulsions.® The idea that noncon-
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tact hydrophobic interactions show more variability
than the better described contact hydrophobic inter-
actions is consistent with our present molecular
understanding of hydrophobic effects.® This idea,
however, has not been further checked in any specific
sense.

The molecular-scale theory of hydrophobic effects
has led to approximate approaches that can give a
helpful perspective on the cases discussed above,® see
section 1.2.2. It would be feasible to evaluate cavity-
occupancy models for potentials of mean force for
these cases, evaluate an inhomogeneous van der
Waals contribution from solute—water dispersion
interactions, and assess changes in hydration struc-
ture due to solute—water dispersion interactions.

2.2. Vapor—-Liquid Water Interface

The next simplest interface of water with a ‘hy-
drophobic’ phase is liquid water with its vapor. In
fact, this case is technically less complicated than the
water—wall system. This is because no additional
decisions are required to construct a model of the
opposing phase and the vapor phase chosen is com-
putationally simpler than any other choices. The
initial study of this system was due to Wilson,
Pohorille, and Pratt®® but limited to 325 K for the
TIP4P water model. The oxygen atom interfacial
density profile was monotonic within statistical un-
certainties with a central width ~3 A, slightly larger
than a water molecular diameter. Water molecular
orientational preferences were consistent with the
results on inert walls, with the quantitative distinc-
tion that the distributions were more diffuse for the
free interface. The strongest orientational preferences
were observed for water molecules outside the central
interfacial region. The outermost interfacial layers
with nonnegligible population showed a weakly bi-
modal distribution of orientations of the OH bond,
consistent with the idealization of Figure 2. Although
water molecules showed only weak orientational
ordering on the inner side of the central interfacial
region, the density of molecular centers (here the
oxygen atoms) was much higher and consequently
the density of the perpendicular component of mo-
lecular dipole axes, referenced to those molecular
centers, was highest through these inner-interface
regions. The net orientation corresponded to a slight
excess of molecular dipole axes vectors oriented
inward, from the vapor toward the liquid phase.

A particular curiosity of this work was associated
with the determination of the variation of the mean
electrostatic potential through the interfacial region.
This was nonmonotonic. Viewed physically, this
result can be associated with the fact that for the
models treated the two configurations suggested by
Figure 2 are equivalent neither in energies nor in the
extended charge distribution implied. A test charge
approaching the liquid surface from the vapor first
passes layers of excess positive charge with the
compensating negative charges deeper into the in-
terfacial region. This suggests that the rightmost
configuration of Figure 2 is slightly more prevalent
in the outermost interfacial layers with nonnegligible
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population but, of course, the distributed partial
charges for ‘H-sites’ and ‘lone-pair’ sites are not the
same. In any case, the mean electrostatic potential
first decreases into the liquid phase. On the other
hand, for the more populated inner interfacial layers
a slight net excess of molecular dipole axes are
oriented inward, toward the liquid phase. Then a test
charge passes positive charge layers last as it finally
achieves the bulk liquid environment; the mean
electrostatic potential finally increases toward the
bulk liquid value. For this case, there is a mean
electric field inversion in the interfacial region.

This description suggests a quadrupolar distribu-
tion of excess charge in the interfacial region. Indeed,
it was later clearly articulated that this peculiar
behavior was tied to the extended character of the
molecule charge distribution that can be expressed
by the molecular quadrupole moments.%4~9%

Note that the fundamentals for calculations of
variation in a mean electrostatic potential through
an interface are clear.83%-9 However, consensus on
the practical calculation of these contact potential
differences is not perfect. Formulas are sometimes
adopted on an intuitive basis that depend on the
choice of a molecular center.®~1°1 In these cases it is
reasonable to require that this choice is made clear.

Beyond the technical issues, it is striking that the
natural descriptions here seem to rely on two ‘sub-
interfacial regions’, inner and outer interfacial re-
gions, to convey both the orientational ordering and
the observed mean excess charge densities.

Recent work has gone much further in document-
ing the description derived from simulations of
thermodynamic properties of such two-phase sys-
tems, including phase coexistence as well as inter-
facial tensions. The correspondence of the simulation
results with those thermodynamic properties is prob-
ably the first and most precise check to establish
whether the simulations are relevant to understand-
ing the ‘experimental’ liquid water/vapor systems.
That is reviewed separately in section 2.2.1.

It is probably not surprising that treatment of
electrostatic interactions has been a recurring issue
for subsequent simulations of this interface. Ash-
baugh'®? considered various truncations and assessed
the variations of the orientational structure with
changes in molecule centers used in truncations of
electrostatic interactions. For the centers considered
alternative to the conventional oxygen atom site, the
orientational structure was somewhat diminished
relative to the results based upon the oxygen atom
center. Ewald treatments for slab geometries have
been considered,’®71%% and these approaches are
becoming standard methods.

Sokhan and Tildesley,*” using the SPC/E model
(see section 2.2.1 below), further validated several
points made above. The net molecular dipole orienta-
tion density was toward the liquid phase. However,
molecular dipolar orientations were predominately
parallel to the interface and there was an inversion
of the dipole orientation density in the interfacial
region: molecules on the vapor side of the interface
showed an enhanced tendency to orient their dipole
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axes out of the liquid phase, but that tendency was
reversed for molecules on the liquid side of the
interface. This situation was also observed in a Monte
Carlo simulation utilizing the ab initio MCY potential
model. Inclusion of polarizability in the TIP4P model
affected this orientational structure only secondarily
in that case.''® Sokhan and Tildesley!!” also found
an inversion of the mean electric field in the inter-
facial region but with a much weaker opposing
feature on the liquid side of the interface than was
seen in earlier calculations.®® The interfacial thick-
ness of this interface was about ~3 A at the lowest
temperatures considered by Sokhan and Tildesley.*'”
Additionally, they observed extremely weak oscilla-
tions of the interfacial oxygen density profile. The
simulations were sufficiently long to consider the
oscillations significant. In contrast, the simulation of
Zhu et al.'*® produced a net dipole orientation op-
posite to those cited above.

da Rocha et al.'?® studied the interface between
liquid water and CO, based upon the SPC/E model
of water and a Lennard—Jones plus partial charge
model (EPM2) of interactions associated with CO,
molecules. The surface tensions computed at several
state points were of the right magnitudes, and their
changes with thermodynamic state reproduced trends
found experimentally. The point with the best cor-
respondence to experimental values had a tension
approximately 25% too high. Strong orientational
preferences at these interfaces for H,O or CO,
molecules were not observed. The water—carbon
dioxide phase coexistence had been previously stud-
ied,’? with favorable results, utilizing the SPC and
TIP4P potential models and the same EPM2 model
for CO..

Reassuringly, an ‘ab initio’ molecular dynamics
calculation®?? agreed coarsely with previous simula-
tions with regard to preferred orientations of water
molecules near the air—water interface: some bimo-
dality of molecular dipole orientations was observed
in the outer interfacial layers but the orientations
with molecular dipole axes toward the liquid seemed
to predominate over orientations with molecular
dipole axes close to the interfacial plane. ‘Ab initio’
molecular dynamics calculations offer an important
new source of information on interfaces but are
currently severely limited to small system sizes
studied for short times. The work discussed here on
the liquid water—vapor interface treated only 32
water molecules for times less than 7 ps, including
equilibration time. Thus, even an accurate guarantee
of the temperature consistency with the average
mechanical kinetic energy is nontrivial. Here an
average temperature was not given for the interface
calculation. Because of such limitations “...it is not
possible to produce realistic data for the water
density distribution...”*??

2.2.1. Validation of Simulation Models for Water
Liquid—Vapor Coexistence

The most important point in this regard is that the
SPC/E model*?® is now established as providing a
reliable thermodynamic description of the liquid—
vapor coexistence'?41?> to a surprising degree; the
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computed critical temperature is accurate to nearly
1%. An earlier study of the SPC model indicated that
the results, accurate at lower temperature, degraded
somewhat at high temperatures.’?61?” The SPC/E
model also provides an accurate prediction of the
dielectric constant of the coexisting liquid along the
saturation line,'?* and the calculated surface tensions
are correct to within the modest statistical uncertain-
ties of the calculations.*?® In the range 450 K < T <
600 K, liquid densities are slightly too small.124125

Extensive consideration'?® of potential energy mod-
els that incorporate polarization features identified
a dilemma but left it unresolved. In comparison to
the well-known ‘effective’ potentials SPC and TIP4P,
polarization models can do a better job for describing
the liquid—vapor phase equilibrium at higher than
ambient temperatures. However, the polarization
models considered there!?® did a poorer job in de-
scribing familiar low-temperature properties of liquid
water. Results for liquid—vapor phase equilibria
based upon other polarization models were presented
by Svishchev and Hayward.!>® A study®*® of an
alternative style (TIP4P—FQ) polarization model
suggested a prediction of the liquid—vapor critical
point that was not as good. A model fitted directly to
ab initio electronic structure energies for two-, three-,
and four-molecule geometries performed less well
than others in predicting the gas—liquid saturation
line.13t

A central force model of Stillinger—Lemberg type
has been used to compute the liquid—vapor coexist-
ence line.'32133 The latter of these results is about as
good as the SPC/E model. The suggested®®? critical
temperature was too low by about 3%, the critical
density was too high by approximately 5%, and the
predicted critical pressure was too high by slightly
more than 50%. The earlier of these efforts addressed
the issue of the quantum mechanical nature of the
thermal motion'®? utilizing a Feynman—Hibbs po-
tential to capture the nonclassical features. In the
historical sweep of understanding liquid water, these
are secondary issues but probably important for the
current interest in describing both high and low-
temperature properties correctly.

2.3. Nonpolar Liquid—Liquid Water Interfaces

Molecular modeling of liquid—Iliquid interfaces has
been reviewed by Benjamin.'3*135 Here we identify
work particularly on interfaces between water and
organic liquids.

Linse!3¢ used the MCY model potential for water—
water interactions with the consequence that the
density of the coexisting liquid water was too low by
about 25% at the studied temperature of 308 K. Even
so, the structuring of water molecules near this
benzene—water liquid—Iliquid interface were reason-
ably similar to those of Lee et al.%® corresponding to
a rigid wall—-water surface. The interface was ob-
served to be molecularly sharp.

Simulations of the water—dichloroethane inter-
face®® raised some new issues: the influence of water
on the structure of an organic liquid in the interfacial
region. It was shown that both the orientations and
conformations of dichloroethane were affected by the
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presence of water. In particular, a shift in the gauche/
trans equilibrium toward the more polar gauche
rotamer was observed at the interface with the
aqueous medium. This is consistent with the idea
that an environment of polar liquids should prefer-
entially stabilize polar conformations.

Carpenter and Hehre'38 studied the liquid—Iliquid
interface between water and n-hexane at T = 299 K
using OPLS and SPC model potentials. In this case,
the interface was significantly wider, approximately
10 A, than in previous studies of liquid water
interfaces in this temperature regime. As the authors
correctly pointed out, this might be associated with
the fact that the solubility of hexane in water
described by this potential model seemed signifi-
cantly too high. Perhaps for the same reason, orien-
tational ordering of water molecules in this interface
was not significant. However, the expected variation
of hydrogen-bonding possibilities was still observed:
fewer H-bonds were formed by interfacial water
molecules, but those molecules were more efficient
in H-bonding to the fewer near-neighbor water
partners available.

Subsequent simulations of water—hexane and wa-
ter—dodecane systems* yielded qualitatively differ-
ent results. The water density profiles were found to
be smooth, and the orientation of water molecules
at the interfaces resembled closely that at the liquid—
vapor interface. The density profiles of the two liquids
exhibited some overlap. This overlap, however, was
only limited, indicating that the liquids are indeed
immiscible. This is shown in Figure 3.

One could interpret the overlap between the den-
sity profiles as an indication of molecular-level in-
terpenetration between the two liquids in contact.
Alternatively, the overlap could simply arise from
spatial and temporal averaging of thermal fluctua-
tions superimposed on a molecularly sharp interface.
This issue was already raised, and largely resolved,
in the early simulations discussed above.*?136.137 |n
particular, Benjamin*? performed an analysis similar
to the coarse-graining procedure used by Weeks!*®
to derive a capillary wave model. The results were
consistent with a picture of a locally sharp interface
broadened by capillary waves but not with mixing of
the two liquids in the interfacial region.

In a following paper, van Buuren et al.»*° studied
water—decane interfaces at T = 315 K and explored
parameter ranges for Lennard—Jones interaction
contributions that might improve the fidelity of such
simulations. They showed that modest changes in
these parameters would bring the surface tensions
and solubilities into agreement with experimental
values. In those cases the interfaces were again
molecularly sharp. They also noted that the mean
dipole orientations of water molecules at these in-
terfaces displayed the reversal that we have dis-
cussed above. Michael and Benjamin*! reported
similar observations with a similar force field model.
The interfacial reversal was noted also by Zhang et
al.»? in a study of a water—octane interfacial system.
That work found the surface tensions well described
by the CHARMM force field used. The water—carbon
tetrachloride system has been studied on the basis
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Figure 3. Density profiles of water oxygen atoms and
methyl/methylene groups of dodecane at the water—dode-
cane interface (upper) or heavy atoms in headgroups and
tails of POPC membrane (lower). z = 0 is at the equimolar
surface of water for the lower panel. The profile for tail
atoms of POPC extends to the center of the bilayer,
approximately 18 A from the interface. Note that water
penetrates strongly the headgroup region of the membrane
strongly but its hydrocarbon core only weakly.

of a force field that included molecular polarizabil-
ity.13 This interface too was viewed as molecularly
sharp and interfacial water molecules H-bonded more
efficiently to the reduced number of water molecule
neighbors available. The recent work of Senapati and
Berkowitz!** on the liquid water—carbon tetra-
chloride system focused on testing a model of mo-
lecularly sharp interfaces broadened by capillary
wave surface fluctuations. Direct observations sup-
ported this picture, and a series of calculations with
successively larger interfacial areas established its
thermodynamic consistency.

2.4. Recent Experimental Probes of Aqueous
Interface Structure

The picture that emerges from the modeling work
is that aqueous interfaces with nonpolar liquids are
molecularly sharp with fewer but more efficiently
made water—water H-bonds. Moreover, distributions
of preferred orientations of interfacial water mol-
ecules are broad and unexpectedly subtle. The cal-
culations that lead to this picture are in good
agreement with thermodynamic properties of inter-
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facial systems. It is not surprising, however, that
securing direct experimental structural confirmations
has been a challenge.

2.4.1. Surface Nonlinear Optics Experiments

Surface nonlinear optics experiments, second har-
monic generation, and sum frequency generation
have been especially relevant. There has been lots
of activity, progress, and current reviews of this
work.1457152 We refer the reader to those reviews for
the big picture and the numerous technical details.
Here we review activities directly pertinent to our
understanding of hydrophobic effects.

There have been several direct efforts to interpret
the surface nonlinear optics experiments in terms of
the pictures obtained from modeling and simulation
calculations.17:153-155 Those efforts have been fairly
successful and have provided important support of
the picture described here. Nevertheless, experimen-
tal results are piling up at an accelerating pace, and
in recent years it has not been always clear whether
new structural interpretations are required;6-160
less elliptically, there are apparent conflicts between
the pictures above and recent experimental results.
One puzzle is associated with “...weak hydrogen
bonding and strong orientation effects”*>® for water
molecules in the water—carbon tetrachloride inter-
face. That sounds almost antithetical to the picture
above which might be similarly paraphrased as
strong hydrogen bonding and statistical orientation
effects. The former view was developed from sum
frequency generation studies that suggested impor-
tant differences in the water molecule vibrational
spectra for interfacial water in water liquid—vapor,
water—n-hexane, and water—carbon tetrachloride
interfaces. There are several background points to
be made. The tensions of water—hydrocarbon liquid
and water—carbon tetrachloride interfaces are sig-
nificantly lower than the tension of the water liquid—
vapor interface. These liquid—liquid interfaces would
still be considered ‘high tension’ interfaces, however.
These differences are typically attributed to water—
hydrocarbon molecule interactions generically of at-
tractive London dispersion type. A second point is
that these interfaces are electrically asymmetric, and
for that reason molecular polarizability may play a
different role for the interfaces than it does for bulk
liquids. Nevertheless, direct theoretical tests of the
role of molecular polarizability in modeling the water
liquid—vapor interface has suggested that it is a
quantitative issue,''® secondary to qualitative mo-
lecular pictures of these interfaces. Molecular calcu-
lations on the water—carbon tetrachloride interface
using current force fields without molecular polariz-
ability produce encouraging accuracy against experi-
mental surface tension and indicate a molecularly
sharp interface.'** Molecular calculations with and
without polarization have been compared. However,
merely excluding induced dipoles does change the
densities of the coexisting bulk phases and that
complicates the desired comparison.**® It is clear that
more work is required to reconcile these points and
the vibrational spectroscopy.
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2.4.2. X-ray Reflectivity

Recent X-ray reflectivity studies also suggest that
our description of these interfaces is not yet fi-
nal.161162 This work concluded that a molecular
‘intrinsic width’ contribution must supplement a
capillary wave width for water—alkane interfaces
through C22 alkanes, and this intrinsic width in-
creases with molecular size through the dodecane
case. More disturbingly, the measured values of the
interfacial widths are in disagreement with the
results of computer simulations.*?140-142 The reason
for this disagreement is currently not understood.

2.5. Water—-Membrane Interfaces

Considerations of interfaces between water and
lipid bilayers introduce a new structural element that
is not present in biphasic systems involving water
and organic liquids. Water is no longer directly in
contact with a nonpolar phase but instead is sepa-
rated by strongly hydrophilic headgroups from the
hydrophobic core of the membrane formed by hydro-
carbon tails of lipids.

In the past decade, molecular-level computer simu-
lation of water—membrane systems has become a
mature field. During this period there have been
numerous computational studies of bilayers made of
glycolipids,*63 phospholipids with saturated or un-
saturated chains,®4-18 and their mixtures with other
membrane components.18-19 Several reviews sum-
marized some of this work.165191-1%4 The most recent
calculations were able to reproduce an impressive
range of structural and dynamic properties of mem-
branes measured in X-ray scattering, neutron scat-
tering, NMR, and infrared spectroscopy experi-
ments.'% In addition, computer simulations provided
information that is difficult to obtain experimentally.
We do not intend to review that work here. Instead,
we just summarize a few of the more salient results
relevant to the discussion of the hydrophobic effect.

In contrast to water—oil systems, interfaces be-
tween water and lipid bilayers are not sharp on the
molecular scale. Water extensively penetrates the
headgroup region hydrating phosphate, choline, and
glycerol moieties. Figure 3 clearly illustrates this
difference. The degree of hydration depends on the
simulated hydration level of the bilayer. For example,
the recent simulations of dioleoylphosphatidylcholine
(DOPC) bilayer at different hydration levels'®* re-
vealed that the number of water molecules in the
headgroup hydration shell initially increases with the
level of hydration but reaches saturation at 12 water
molecules per lipid. This result is in agreement with
the number inferred from X-ray scattering experi-
ments.1%

One consequence of water penetration into the
headgroups is that the interfacial region is densely
occupied whereas aqueous liquid—liquid interfaces
behave, in some respects, as low-density regions. This
is shown in Figure 4. Furthermore, orientational
preferences of water molecules found at water sur-
faces in contact with hard hydrophobic walls, gas
phase, or nonpolar liquids no longer hold. Orienta-
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Figure 4. Mass density profiles at the water—hexane,
water—octanol, water—glycerol I-monooleate (GMO), and
water—I-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylcho-
line (POPC) interfaces. Water is located on the left side,
and z = 0 corresponds to the equimolar surface of water.
Mass density at the interface is the lowest for the water—
hexane system and the highest for the water—POPC
system.

tions of water molecules near lipid bilayers are
primarily determined by strong electrostatic interac-
tions between water and charged or polar headgroup
fragments.

Despite these differences there are also similarities
between water—membrane systems and biphases
containing water and an organic liquid. The most
important one is that in both instances the polar and
nonpolar phases remain separated. Indeed, as shown
in Figure 3, water penetration into the hydrophobic
core of the membrane was found to be small in almost
all simulations. This separation forms the basis for
a host of interfacial phenomena that are similar in
both systems and is the reason a biphasic system can
be, in some cases, an acceptable mimic of a water—
membrane system. Another similarity among these
two systems is that both are flexible. In fact, it was
shown in computer simulations that water—mem-
brane interfaces undergo capillary wave fluctuations
in much the same way as water surfaces.44163.179,197.198

Water—membrane interfaces do, however, repre-
sent the character of water at biologically relevant
surfaces better than biphasic systems. Most biological
macromolecules or subcellular structures expose hy-
drophilic groups to water even if their core is hydro-
phobic.

3. Solute Molecules at Aqueous Interfaces

The hydrophobic effect at aqueous interfaces influ-
ences not only the structure of the surface water but
also the behavior of a wide variety of solutes in the
interfacial region. Its role in modulating interfacial
behavior did not receive much attention in early
studies of hydrophobicity-driven phenomena even
though this behavior is important in many areas of
chemistry, biology, and pharmacology. Only in the
last several years was this line of research vigorously
pursued, mostly through computer simulations. The
results of these simulations considerably improved
our understanding of experimentally observed be-
haviors and, in some instances, led to the discovery



2682 Chemical Reviews, 2002, Vol. 102, No. 8

of new behaviors, subsequently confirmed in the
laboratory. Specifically, the density distributions of
many solutes, obtained from the profiles of the excess
chemical potential (see eq 2), change across the
interface in ways difficult to anticipate from their
properties in bulk phases. The main feature of this
interfacial behavior is the tendency to accumulate at
the interface. Furthermore, flexible solutes that
contain both polar and nonpolar groups often tend
to be more rigid and ordered at the interface than in
the aqueous solution. In particular, a host of peptides
and small proteins with a favorable sequence of
hydrophilic and hydrophobic residues adopt ordered
structures at the interfaces even though they exist
in water as random coils. This reinforces the view
that the hydrophobic effect plays a fundamental role
in organizing both animate and inanimate matter.

3.1. Interfacial Activity and Orientational
Preferences of Small Solutes

In this section we consider the interfacial behavior
of three types of solutes: amphiphilic, hydrophobic
(nonpolar), and hydrophilic (polar).

3.1.1. Simple Amphiphilic Molecules at Interfaces

The simplest solutes to consider at the interface
between water and nonpolar media are amphiphiles.
Once dissolved in a bulk phase at low concentrations,
these molecules adsorb at the interface with their
hydrophilic part immersed in water and their hydro-
phobic part exposed to the nonpolar medium. This
behavior is in line with our basic notion of the
hydrophobic effect. However, even in this simple case,
hydrophobic effects might manifest themselves dif-
ferently than in the bulk water. One such example
was shown in a molecular dynamics simulation of
p-n-pentylphenol at the water—vapor interface.'® In
this simulation it was demonstrated that both the
orientational and conformational preferences of the
alkyl chain depended on the position of the phenyl
ring with respect to the water surface. When the
polar phenol headgroup was located at the water
surface, the alkyl chain was partially folded and
adopted an orientation nearly parallel to the surface,
so that it could interact with water through disper-
sion forces. However, as the polar headgroup was
progressively moved into the liquid, the orientation
and conformation of the chain were changed accord-
ing to a simple principle—maximization of the hy-
drophobic portion of the molecule removed from
water. This can be accomplished by progressively
aligning the molecule with the surface normal and
adopting extended conformations of the chain. When
the center of mass of the phenol ring was located 8
A into the liquid from the equimolar surface of water,
the chain was nearly perpendicular to the surface and
all its torsional angles were preferentially trans. Such
behavior contrasts sharply with the preferences
observed in the bulk aqueous solution. There the
hydrophobic effect drives the chain into folded states,
presumably to minimize the work needed to create a
cavity in water that can accommodate the solute.
Such preferences were observed but only when the
phenol ring was moved into the liquid sufficiently
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deep that no portion of the molecule could be removed
from water for any orientation or conformation.

3.1.2. Distribution of Hydrophobic Species through
Interfaces

Simple considerations based on our understanding
of the hydrophobic effect lead us to an expectation
that equilibrium concentrations of nonpolar solutes
should increase from water to the nonpolar phase
across the interfacial region. Calculations of the
excess chemical potential through interfaces between
water and nonpolar liquids!43200-204 gand mem-
branes?°0.204-207 performed for several small, hydro-
phobic solutes at infinite dilution as well as simula-
tions of such solutes at finite concentrations at the
water—membrane interface?%208-210 confirm these
expectations. However, when a solute molecule is
polar but not amphiphilic, its interfacial behavior
might not be as easy to anticipate.

3.1.3. Activity of Polar Molecules at Interfaces between
Water and Organic Liquids or Membranes

Computer simulations show that a broad range of
solutes, differing in size and chemical structure, tend
to accumulate at the interface. The simulations also
provide a conceptual basis for understanding this
phenomenon. This is accomplished by appealing to
the potential distribution theorem discussed in sec-
tion 1.2.2. Then simulations are designed so that eq
2 can be directly applied to calculate changes in the
excess chemical potential. Conceptually, the central
underlying idea is to consider these changes as a sum
of two contributions, which represent the work
expended quasi-statically to create a cavity suf-
ficiently large to accommodate a solute and the free
energy changes caused by solute—solvent interactions
and the accompanying solvent reorganization,200.204.206
Changes in the first term—the excess chemical po-
tential of an idealized, hard-core molecule with size
and shape corresponding to the solute of interest—
are directly related to the hydrophobic effect. The
second term is primarily due to changes in electro-
static interactions.

This perspective on solvation is hardly new. In fact,
accurate and efficient calculations of the first term
were at the center of several theories of hydrophobic
hydration, including the scaled particle theory?'* and,
more recently, the information theory of the hydro-
phobic effect.3® However, this point of view appears
to be particularly revealing in studies of interfacial
solvation. Why this is the case can be simply ex-
plained in the example of a spherical, dipolar solute
at the water—hexane interface. If the cavity is of
atomic size, the reversible work of its insertion into
the solvent can be readily calculated using the
particle insertion method.3"?1?2 The electrostatic con-
tribution to the chemical potential can be obtained
simply from the knowledge of the instantaneous
electric field at the center of the cavity.?® The results
are shown in Figure 5. In agreement with our view
of the hydrophobic effect, the work needed to form a
cavity in water is considerably larger than the work
of forming a cavity in a nonpolar phase. This reflects
the poor solubilities of nonpolar species—of which a
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Figure 5. Free energy, the right-most term of eq 1, for
positioning the carbon atom of CH3zF in the n-hexane—
water interface (large dots joined by a thin dashed line).
The free energy exhibits the minimum at z = 0, which is
located at the equimolar surface of water. The liquid water
is to the left and the hexane phase is to the right. The
minimum, which reflect interfacial activity of the solute
arises from combining two contributions, the hydrophobic
contribution (the dot-dash curve) and the electrostatic
contribution (the dashed curve, lowest on the left).

cavity is an idealized example—in water compared
to other organic liquids. The small interfacial mini-
mum can be ascribed to weak interactions between
water and oil. The densities of both liquids at the
interface are considerably reduced compared to the
bulk densities (see Figure 3), and there is almost no
molecular-scale interpenetration between the two
phases in contact.'36144213 The slight degree of inter-
penetration suggests that the properties of water
molecules at the interface with a nonpolar phase have
this similarity to vapor contacts. In fact, the prob-
ability of finding a cavity of atomic or small molecular
size at the interface is larger than in either of the
bulk phases.*? This can be taken as a moderate
interpretation® of the recent ‘drying’ conceptualiza-
tions®° of these interfaces.

In contrast to the hydrophobic contribution, the
term due to electrostatic interactions increases al-
most linearly from its value in bulk water to zero in
hexane over a distance of approximately 10 A. The
interfacial minimum in the total excess chemical
potential reflects the balance between these two
terms that change oppositely across the inter-
face,200.203,204,206214 \\/jthin a fairly broad range, changes
in the sizes of the cavity and the dipole moment
influence only the depth of the minimum but do not
qualitatively change the shape of the chemical po-
tential profile.2%

Qualitatively similar results, pointing to the inter-
facial activity of polar species, were obtained from
molecular-level computer simulations of a variety
of solutes at interfaces between water and hex-
ane,290:202214 carbon tetrachloride,*® octanol,?** and
several membrane-forming lipids, such as glycerol
1-monooleate (GMQ),200:201.203.204 1 _palmityol-2-oleoyl-
sn-glycero-3-phosphatydylcholine (POPC),?** dimyris-
toylphosphatydylcholine (DMPC),?” and dipalmi-
toylphosphatydylcholine (DPPC).210215216 The solutes
under study ranged from simple, nearly spherical
molecules such as fluorinated methanes,??° chloro-
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form,*43 and CO,?" to halothane,?19215216 gthers,202214
and halogenated butanes and cyclobutanes.?922% A
recent study?'” of ‘the TFE effect’ of trifluoroethanol
in promoting helix formation in polypeptides suggests
some surface activity for TFE also.

Although the tendency to accumulate near the
interface appears to be common, there are differences
between the behavior of solutes at water interfaces
with oil and phospholipids (and, to a lesser extent,
octanol and GMO). The interactions between water
and the polar headgroups of membrane-forming
amphiphilic molecules are markedly stronger than
the water—hexane interactions. Furthermore, in
contrast to the water—hexane system, in which there
is no molecular-level interpenetration between the
phases in contact, water significantly penetrates the
headgroup region. In this case, there is no increase
in available volume at the interface. A “vapor-like”
picture of the interfacial water does not apply to
interfaces with phases formed by molecules which
possess polar groups, such as octanol and lipids.
Similarly, this picture is unlikely to apply to water
at surfaces of globular proteins, which have a large
number of hydrophilic residues exposed to the sol-
vent. At the water—membrane interface, the prob-
ability of inserting a cavity does not increase com-
pared to bulk phases. In fact, due to the increased
atomic density (see Figure 4), the chemical potential
of cavity insertion in the phospholipid headgroup
region exhibits a maximum.2% This, in turn, may lead
to expulsion of solutes from this region.?°7:216 |nstead,
solute molecules are predominantly located in the
upper part of the lipid tails, adjacent to the head-
groups. In this more rigid and less densely packed
region, cavity insertion is more probable than at the
interface.?°%2% These preferences are strong. For
example, 95% of halothane molecules placed in the
DPPC membrane were located in this region and only
5% occupied the core of the bilayer.?® This was in
sharp contrast to a hydrophobic 1,2-dichlorohexafluo-
rocyclobutane, which was broadly distributed across
the bilayer with preference toward its center.?’? A
similar result was obtained for a hydrophilic/hydro-
phobic pair of solutes, 1,1,2-trifluoroethane and per-
fluoroethane, in the water—GMO system.?%!

3.1.4. Biological Significance of Solute Distributions in
Water—-Membrane Systems

Much of the motivation to study small solutes at
aqueous interfaces arose from a possible connection
between the interfacial activity of these solutes and
their ability to function as anesthetics. In particular,
it was shown that anesthetics are located in the lipid
bilayer near the headgroup region whereas structur-
ally related nonanesthetics (nonimmobilizers) parti-
tion to the center of the bilayer.201.203210.218 Although
the mechanism of anesthetic action remains un-
known, the results of these studies might be biologi-
cally relevant, especially to regulation of membrane
channels and receptors. For example, it was shown
that halothane induces lateral expansion of the
DPPC membrane accompanied by contraction the
bilayer thickness.?10.215216 Furthermore, structural
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changes in lipids induced by the anesthetic caused
significant modifications of the electric properties of
the bilayer, in particular a shift and broadening of
the choline headgroup dipole orientation distribution.
These findings are each related to a hypotheses that
links interfacial concentrations of solutes, such as
anesthetics, to receptor action. According to one
hypothesis, incorporation of solutes into the inter-
facial region results in large, differential lateral
stresses, which can affect receptors and open or close
transmembrane channels.?*°-222 Another hypothesis
posits that changes in electrostatic properties at the
surface of the membrane may modulate voltage-
dependent conformational transitions in membrane
receptor and, by doing so, regulate their activity.??42%5

Until a few years ago, the interfacial activities of
small, polar molecules and the connection with
hydrophobic effects were not widely appreciated.
Once computer simulations addressed this issue,
experimental tests followed and confirmed the cor-
rectness of computational results. The NMR mea-
surements of the distribution of solutes in water—
phospholipid bilayer revealed that a slightly polar
anesthetic 1-chloro-1,2,2-trifluorocyclobutane exhibits
a preference for the membrane interface whereas a
hydrophobic 1,2-dichlorohexafluorocyclobutane is
mostly located in the hydrocarbon core of the mem-
brane.??622” Furthermore, polar halothane, isoflurane,
enflurane, and ethanol and strongly polarizable
xenon also show affinity toward the interface.??8-230

3.1.5. Orientations and Conformations of Amino Acids
and Dipeptides at Aqueous Interfaces

An especially interesting class of small, electrically
neutral solutes at interfaces is terminally blocked
amino acids and dipeptides. Several of them were
studied at the water—hexane??! and the water—GMO
interface.?®? All were found to be strongly interfacially
active even if their side chains were purely hydro-
phobic (e.g., acyl chains). This is not surprising in
view of the previous discussion; all amino acids
contain polar C=0 and N—H groups. The polarity of
the side chain influenced the orientation at the
interface, however. As expected, hydrophilic amino
acids, such as glutamine, were oriented with their
side chains immersed in water, whereas hydrophobic
amino acids, such as leucine, adopted orientations
that allowed the side chains to be buried in hexane.

The same tendency was observed for terminally
blocked dipeptides, which were studied in bulk water,
hexane, the gas phase, and the interfacial environ-
ment.?23 Compared to hexane and the gas phase and
irrespective of the nature of the side chains, water
drove all dipeptides toward compact conformations.
This agrees with our expectations about the influence
of hydrophobic effects and conformational equilibria.
The effect noted here is nonspecific. At the interface,
the preferred conformations of the peptide backbone
corresponded to optimal interactions of the side
chains with the media of similar polarity. Dipeptides
containing one hydrophobic and one hydrophilic
residue adopted an “amphipathic” orf orientation,
whereas dipeptides made of two hydrophobic or two
hydrophilic amino acids were oriented to maximize
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exposure of their side chains to hexane and water,
respectively.

4. Peptides and Peptide Folding at Interfaces and
insertion of Peptides into Membranes

The discussion of dipeptides at interfaces serves as
an introduction to a subject of considerable biological
importance: interactions of peptides and small pro-
teins with water—membrane interfaces. The main
theme here is that the hydrophobic effect in these
environments is central for inducing ordered struc-
tures in a variety of proteins that are disordered in
aqueous solution. Furthermore, the distribution of
hydrophobic and hydrophilic side chains along these
ordered structures influences the disposition of pep-
tides (interfacial or transmembrane) and, ultimately,
determines their cellular functions.

Many proteins that insert themselves into mem-
branes are involved in such essential cellular func-
tions as energy transduction, signal transmission,
catalysis of some metabolites, and transport of nu-
trients, waste products, and ions.?34~23" Other pep-
tides and proteins, including hormones, toxins, anti-
bacterial agents, membrane fusion proteins, pulmo-
nary surfactant proteins, and amyloid peptides,
interact preferentially with membrane surfaces.?38-242
This distinction is somewhat blurred because at
sufficiently high concentrations and/or in the pres-
ence of an electric field, many naturally occurring or
synthetic peptides convert from a surface orientation
to the transmembrane orientation.?*3-24" Further-
more, these two types of proteins share many proper-
ties. They are usually disordered in water but fold
into a-helices or, less often, -sheets or f-turns upon
contact with the membrane. Some membrane pep-
tides and proteins contain mostly hydrophobic resi-
dues, whereas many others are built of periodically
spaced polar and nonpolar amino acids.

The appropriate hydrophobic periodicity allows
peptides to form an ordered structure in which polar
and nonpolar residues are located at opposite faces.
At the water—membrane interface, amphiphatic struc-
tures can readily adopt an orientation in which the
hydrophilic face is buried in water while the hydro-
phobic face is exposed to the nonpolar environment
formed by the hydrocarbon tails of the lipids. This
match between the polarities of the peptide and its
environment renders the amphiphatic structures
particularly stable.

4.1. Interfacial Folding of Peptides and Protein
Fragments

Early molecular-level computer simulations?48-250
were limited to trajectories just a few hundred
picoseconds long. On that time scale, peptide struc-
ture does not change appreciably, as was indeed
found in the simulations. However, even these early
studies revealed a strong tendency of small peptides
to adopt or retain amphiphatic structures at inter-
faces. They could correspond to either a parallel®*®
or perpendicular?*® orientation with respect to the
membrane surface. In particular, it was shown that
a small, fusion-inhibiting peptide carbobenzoxy-b-
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Figure 6. Undecamer of poly-L-leucine at the water—hexane interface. Oxygen and hydrogen atoms of water are red and
white, respectively. Methyl and methylene groups of hexane are blue; all atoms in the peptide side chains are yellow.
Carbon, nitrogen, and oxygen atoms of the peptide backbone are gray, green, and magenta, respectively. Starting with the
upper left: the initial, disordered structure of the peptide on the water side of the interface, a partially folded, nascent
helix at the interface after 21 ns, a completely folded helix located parallel to the interface (viewed along the helical axis),

a helix with the N-terminus inserted into hexane.

Phe-L-Phe-Gly inserts into a phospholipid bilayer in
a way similar to the lipid molecules.?®® In this
orientation, the C-terminus plays the role of the polar
headgroup while the phenyl rings form the hydro-
phobic core.

Only recently have computational capabilities be-
came sufficient to address more interesting issues
such as the mechanism of interfacial folding and
insertion into the membrane. The results are not only
relevant to understanding the structure and function
of membrane proteins but may also provide new
insight into the mechanism of folding of water-soluble
proteins.

In the first molecular-level study that explicitly
addressed interfacial folding of proteins, a 50 ns
trajectory was obtained for the undecamer of poly-
L-leucine at the water—hexane interface.?®* The
choice of a membrane-mimetic phase instead of a
membrane was motivated by concerns that the slow
relaxation of the collective motions of the bilayer-
forming phospholipid molecules could markedly im-
pede peptide motion. This concern was confirmed in
the recent simulations of alamethicin in a water—
membrane system.?5? The polyleucine peptide, ini-
tially placed in the aqueous phase as a random coil
(see the first panel in Figure 6), rapidly translocated
to the interface, presumably because in this environ-
ment nonpolar leucine residues could be, at least in
part, removed from water. Once at the interface, the
peptide folded into a helix in 36 ns (see the lower left
panel in Figure 6). During this process, some polar
groups in the backbone became dehydrated, which
facilitated the formation of intramolecular hydrogen

bonds along the backbone. The resulting structure
of the peptide became more hydrophobic and parti-
tioned further into the hexane phase. This, in turn,
created a favorable environment for the emergence
of additional, structure-forming intramolecular hy-
drogen bonds. Folding, however, was not sequential
but instead was highly dynamic and involved mul-
tiple cases of intermittent breaking and reforming
of hydrogen bonds (see the upper right panel in
Figure 6). Even the folded structure was dynamic,
interconverting between an a- and 3;-helix.

The role of the interface in mediating the segrega-
tion of hydrophobic and hydrophilic side chains into
different environments and, by doing so, inducing
ordered peptide structures was further investigated
in studies of an undecamer built of L-leucine and
L-glutamine, LQQLLQQLLQL, at the water—hexane
interface.?®® The peptide is amphiphatic as an a-helix
but not as a s-strand. Thus, it might be expected that
the peptide should rapidly fold to an o-helix and
remain in this highly stable structure. These expec-
tations were based on experimental studies on simi-
lar, short peptides at agueous interfaces.?45254-258
Here, particularly relevant are results for synthetic
peptides composed of leucine and serine that have
the same distribution of polar and nonpolar residues
as the undecamer.?%20 The expectations were fur-
ther supported by simulation of the undecamer
placed at the interface in the oa-helical conforma-
tion.?33 This conformation remained perfectly stable
during a molecular dynamics trajectory 11.3 ns long.
However, the LQQLLQQLLQL undecamer itself has
not been studied experimentally, and no direct evi-
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Figure 7. Density profiles of the terminally blocked
leucine(L)/glutamine(Q) undecapeptide, LQQLLQQLLQL,
at the water—hexane interface: leucine side chains (- - -),
glutamine side chains (--+), and peptide backbone (- - -).
Water (—) and hexane (— — —) density profiles are also
included. Hydrophobic leucine residues are buried in
hexane, while glutamine side chains are located on the
water side of the peptide.

dence exists demonstrating its helicity in an inter-
facial environment. When the peptide was assigned
the g-strand conformation, a 160 ns trajectory was
insufficient to observe complete refolding to the
o-helix. Initially, the peptide rapidly underwent
several conformational transitions to adopt a nearby
amphiphatic structure. In the remaining time, sev-
eral more rotations around the ¢ and y angles in the
peptide backbone were observed. In all cases, the
peptide structures were amphiphatic, as illustrated
in Figure 7. This led to the formation of a few
intramolecular hydrogen bonds along the backbone
characteristic of a helical structure, but the peptide
did not fully fold. The results indicate that folding
pathways at aqueous interfaces are limited by the
requirement that intermediate structures be am-
phiphatic whenever possible. Interfacial folding of
peptides containing both hydrophobic and hydrophilic
residues appears to be slower that folding of purely
hydrophobic peptides because transitions between
consecutive amphiphatic structures may require
surmounting substantial free energy barriers associ-
ated with dehydration of hydrophilic side chains.
Furthermore, folding may be impeded by bottlenecks
resulting from the presence of nonamphipathic struc-
tures along the folding pathway. Similar conclusions
were reached from simulations of the heptamer
LQQLLQL at the water—air interface.?®

Results of recent, extensive simulations of protein
folding at the water—hexane interface?6! support the
findings of the earlier studies on model peptides,
confirming the role of the hydrophobic effect in
inducing ordered structures. In these simulations it
was shown that a fungal protein, hydrophobin SC3,
truncated to 86 residues, folds at the interface to an
elongated planar structure with extensive j3-sheet
elements in approximately 100 ns. By comparison,
simulations of the same protein in bulk water and
hexane yielded mainly disordered globular protein.
In agreement with experimental data, SC3 was found
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to be strongly interfacially active. The authors infer
that “the strong electrostatic interaction between the
water molecules, leading to a high free energy cost
for cavity formation, is a major factor contributing
to the free energy minimum?”. This is essentially the
same interpretation as that given to explain inter-
facial activity of small solutes and terminally blocked
amino acids,200:203.231

Once the protein reached the interface, almost all
of its conformations were amphipathic. This further
supports the idea that interfacial folding proceeds
through a series of amphipathic intermediates. Since
the primary sequence does not consist of alternating
hydrophilic and hydrophobic residues, which are
necessary for the formation of an amphipatic S-strand,
some mismatches between hydrophobicity of side
chains and their environment were observed once
p-sheets were formed toward the end of the simula-
tion. However, their number was small compared to
those that would have existed in a random structure.
Furthermore, these mismatches might be function-
ally important to drive aggregation of individual
hydrophobin molecules into rodlets.

A strong tendency to retain amphiphatic structure
at the interface was also observed in simulations of
an 11-residue neuropeptide, substance P, in a bipha-
sic water—carbon tetrachloride system?%? and at the
surface of sodium dodecyl sulfate micelles.?5? The
structure of this peptide is neither a pure a-helix nor
a f-strand but instead contains two type | g-turns.
This structure was determined from NMR and CD
studies of substance P in lipid environments?%3 and
is consistent with the recent results of neutron
diffraction studies on the interaction of substance P
with phospholipid bilayers.?%* The peptide, initially
placed in the conformation similar to the one reported
by Keire and Fletcher,?3 executed concerted confor-
mational transitions during hundreds of picoseconds
while it maintained largely amphiphatic structures.
Hydrophobic residues proline, phenylalanine, leucine,
and methionine were mostly removed from water and
buried in the nonpolar phase.

Another factor that influences conformations and
folding of proteins at aqueous interfaces is the
structure of interfacial water. This was revealed in
a 1.5 ns molecular dynamics study of the N-terminal
domain of apolipoprotein E at the interface between
water and carbon tetrachloride represented as a
Lennard—Jones liquid.?®® As has already been dis-
cussed (see Figure 2 and sections 2.1 and 2.2),
interfacial water molecules tend to have one unsatis-
fied hydrogen-bonding site. These sites are available
for efficient bonding with the protein solute. This
increased ability to form water—protein interactions
allows for water penetration into the tight four-
helical protein bundle that exists in water. The
internal hydration of the protein, in turn, may lead
to the decrease in the energy barriers that separate
this structure from a more open conformation bound
to the lipid. A strong tendency to keep the protein
backbone either well solvated by water or hydrogen

bonded was also observed in simulations of substance
p_262
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The role of an interfacial environment in inducing
protein structures was further underscored in ex-
tended simulations of polyalanine and alamethicine,
which demonstrated that the a-helical conformations
of these two peptides are stable at the water—hexane
interface but they partially unfold in multiple simu-
lations in water.?52

In summary, the coexistence of two phases with
different polarity and the tendency to remove hydro-
phobic side chains from aqueous environment pro-
vides a driving force that enables or enhances sec-
ondary structure formation for proteins that interact
with or incorporate into membranes. It is less clear
whether interfaces also form a favorable environment
for folding of globular proteins. In fact, adsorption of
proteins to interfaces may cause a loss of secondary
or tertiary structure. This may be associated with an
increase of entropy of the protein due to its partial
immobilization at the interface or a mismatch be-
tween polarities of side chains and their environment
in the folded structure.

4.2. Hydrophobic Effects and Insertion of
Peptides into Membranes

A protein adsorbed at a water—membrane interface
may either remain in this location or insert into the
membrane. It might be expected that the transmem-
brane orientations would be preferred for hydropho-
bic peptides. In agreement with this expectation, it
was found that polyalanine initially placed as a
transmembrane o-helix in a phospholipid bilay-
er?52266 or octane lamella®®? remains folded and
retains its orientation during the course of the
simulations. Simulations of mellitin at the water—
membrane interface?s” further support this view.
Mellitin consists of two short o-helical portions, of
which one is hydrophobic and the other is hydro-
philic. The peptide was initially placed parallel to the
interface, but in less than 500 ps its hydrophobic
portion protruded into the hydrophobic tail region of
the membrane. The picture emerging from simula-
tions of a strongly hydrophobic undecamer of poly-
L-leucine at the water—hexane interface?! is some-
what more complicated. The most favorable orienta-
tion of the peptide was parallel to the interface. The
free energy of perpendicular orientations with the N-
or C-terminus buried in hexane was, respectively, 4
and 12 kcal/mol less favorable. The latter orientation
is shown in the bottom right panel of Figure 6. This
conclusion is in qualitative agreement with calcula-
tions of the free energy of transferring an a-helix
from water to a lipid bilayer based on a continuum
dielectric model.?%® These calculations showed that
parallel and perpendicular orientations are nearly
equally probable. It should be noted, however, that
the undecamer was too short to span the hexane
lamella, so that both hydrophilic termini would be
exposed to water.

For amphiphatic peptides, adsorption at the inter-
face should be strongly favored over transmembrane
orientation. Not surprisingly, spontaneous insertion
of amphiphatic peptides into a membrane have not
been observed in molecular-level computer simula-
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tions. In contrast, substance P peptide, initially
placed in an orientation perpendicular to the water—
CCl, interface, converted to a nearly parallel orienta-
tion in approximately 250 ps.?%2 A similar result was
obtained for an adrenocorticotropin hormone frag-
ment in a hydrated dodecylphosphocholine micelle.?%°
However, the insertion process most likely does occur.
In the prevailing model of folding transmembrane
proteins?’°=273 it is assumed that initially formed
elements of the secondary structure incorporate into
the membrane before they associate to form a fully
functional protein. The same mechanism is assumed
in the aggregation of multimeric ion channels. Favor-
able free energy of helix association balances out
unfavorable free energy of helix insertion into the
membrane leading to stable transmembrane protein
complexes (but not individual helices). Even in the
examples discussed here the results are ambiguous.
Specifically, neutron diffraction data for substance
P were interpreted in terms of an equilibrium be-
tween orientations of the peptide parallel and per-
pendicular to the bilayer.?64

In many instances the insertion of an amphiphatic
peptide into the membrane is facilitated by electric
field. This process was successfully simulated for
alamethicin in the water—octane system.?>? At field
strengths of 0.33 V/nm and higher the peptide
became inserted into octane in less than 100 ns.
However, insertion into phospholipid bilayer was not
observed during a 10 ns simulation.?®? Voltage-
induced insertion of an a-helix was also observed in
simulations of endotoxins at a simplified water—
membrane interface.?*6 However, not all amphiphatic
peptides seem to insert into membranes, even in the
presence of electric field. One such case, investigated
in molecular dynamics simulations, is the mam-
malian antibacterial peptide cecropin P1.24

Specific interactions between water and different
groups in protein mediate its insertion into mem-
branes in several ways. First, in several simulations
it was noted that insertion of the N-terminus of a
peptide appears to be more likely that insertion of
the C-terminus.?51:252267.274 The same effect was also
observed experimentally.?’®> The most likely explana-
tion of this preference?26¢ js that the peptide
backbone at the C-terminus but not at the N-
terminus contains unsatisfied hydrogen-bonding sites.
Partition of the C-terminus into the membrane would
have required the dehydration of these sites, which
strongly interact with water but are unable to
participate in intramolecular hydrogen bonds. Sec-
ond, water bound to hydrophilic groups in proteins
is capable of penetrating deep into the hydrophobic
core of the membrane. Simulations of dynorphin,?”*
melittin,?’” and a transmembrane segment of the
5HT,, receptor?’® provide relevant examples. Finally,
in several instances it was observed that the nonpolar
part of a lysine residue was surrounded by hydro-
carbon chains while its positively charged nitrogen
atom was solvated by deeply penetrating water
molecules.?62267.274 This “snorkel effect” was proposed
by Segrest et al.?”” to explain the amphiphatic
character of lysine side chains.
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5. Conclusions

The areas reviewed here are subjects of very active
research motivated to a large extent by their wide
importance in biotechnology and nanotechnology.
[Though we do not review those fields here, refer-
ences?’87281 give current examples that involve hy-
drophobic effects.] Hydrophobic effects clearly play
a fundamental role in determining structures of
macromolecules and in driving their environment-
mediated self-assembly into higher order structures.
In most cases these effects have not been neatly
disentangled from other contributing effects, such as
electrostatic or specific interactions. These factors,
in combination with the explosive growth in capabili-
ties of molecular simulations, make it nearly impos-
sible to provide an exhaustive review of all the topics
related to the issues addressed here. We make no
claims that this review does that. Nevertheless, the
body of work reviewed here permits several founda-
tional conclusions.

Current simulation models and calculations give
a remarkably accurate description of the properties
of liquid water in coexistence with its vapor, particu-
larly in view of the simplicity of the molecular
models. These properties include the liquid—vapor
coexistence curve, the dielectric constant of the liquid
in coexistence with its vapor, and the surface tension
over a wide temperature range. The most recent
experiments (sum frequency generation and X-ray
reflectivity) suggest that, at a high resolution, current
descriptions of simple water—oil interfaces are not
final. Nevertheless, the indications are that this
situation is not a substantial limitation for calcula-
tions dealing with interfaces of biophysical interest.

The concentration, structuring, and orientation of
amphiphilic solutes at aqueous interfaces is a domi-
nating and conceptually clear aspect of hydrophobic
effects in these settings. These effects are simpler
than the temperature subtleties of hydrophobic phe-
nomena in bulk phases.

This suggests the hypothesis that when the char-
acteristic hydrophobic temperature dependences are
observed for interfacial or macromolecule settings,
these are primarily due to thermodynamic reference
to disassembled, dispersed, or unfolded states. This
suggestion is tentative and thus requires further
investigation.

Although interfaces of liquid water with simple
hydrophobic phases and with biophysical surfaces
such as bilayer membranes have some common
features, they are, in many other respects, qualita-
tively different. Hydrocarbon liqguid—water interfaces
are molecularly sharp with subtle orientational ef-
fects. Fluctuations of these interfaces provide easy
access for a wide variety of interfacially active
species. Interfaces saturated with surfactants are
much broader with compositional heterogeneity as a
dominating factor. As a consequence, orientational
distributions and density profiles of water molecules
at these interfaces lead to electrical asymmetry and
distributions of free volume that are qualitatively
different from oil—water or water—rigid wall inter-
faces. These differences are likely to extend to the
structure and properties of interfaces between water
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and macromolecules, such as proteins vs carbon
nanotubes.
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